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Hypothesis and objectives

The equal complexity hypothesis states that "all human languages are equally complex"
(Bane, 2008). Menzerath's law is well-known for explaining the phenomenon of self-
regulation in phonology: "the more sounds in a syllable the smaller their relative length"
(Altmann, 1980). Altmann, who made the mathematical formula of this law (Forns and
Ferrer-i-Cancho, 2009), assumed that it can be applied to morphology as well - "the
longer the word the shorter its morphemes" (Altmann, 1980) - and proved that the clause
length depends on sentence length (Teupenhayn and Altmann, 1984).

Some previous works on morphological complexity (Bane, 2008; Juola, 1998) assert-
ed that morphology is a good starting point for complexity computation for its clearness,
compared to other more ambiguous domains such as semantics. The best-known method
of calculating morphological complexity is to take the numbers of linguistic constituents
into account (Bane, 2008; Moscoso del Prado, 2011), with different mathematical formu-
la to be applied to these figures. The following two paradigms are commonly employed:
i) information theory (Fenk et al., 2006; Moscoso del Prado et al., 2004; Pellegrino et al.,
2011) ii) Kolmogorov complexity (Bane, 2008; Juola, 1998).

The main goal of our work is to explore interactions between phonological and mor-
phological modules by means of crossing parameters of these two linguistic levels. This
paper provides preliminary results obtained from a corpus-based cross-language study.

Methodology and preliminary results

Our 14-language corpus is based on the Multext multilingual corpus (Campione and Vér-
onis, 1998). For each language, 15 short texts which consist of 3-5 sentences translated
from British English are recorded by 5 male and 5 female native speakers. The data of 6
languages (English (eng), German (deu), Italian (ita), Mandarin Chinese (cmn), Spanish
(spa) and Vietnamese (vie)) are taken from the Multext corpus, and the data of the other 8
languages (Basque (eus), Catalan (cat), French (fra), Hungarian (hun), Japanese (jpn),
Korean (kor), Turkish (tur) and Wolof (wol)) have been collected by the authors.

Two types of parameters are taken into account in this study. First, at the phonological
level, and following Pellegrino et al. (2011), a set of phonological factors is employed.
For each language, the syllabic rate, (the number of syllables pronounced per second), is
computed. Additionally, using Vietnamese as an external reference, a syllabic infor-
mation density (resp. word information rate) is defined for each target language as the
average ratio between the total number of syllables (resp. words) in a text in Vietnamese
and the number of syllables (resp. words) of this text translated in the target language.

Our method of measuring the information density computes the average amount of in-
formation carried by syllables and words at the text level. Thus, it differs from studies
related to the principle of uniform information density (Frank and Jaeger, 2008), since the
latter focus on the variation of information transmitted during communication. Figure 1
illustrates the negative correlation (R’= 0.65) between these phonological factors, i.e. a
trade-off between syllabic rate and information density (Pellegrino et al., 2011).
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Figure 1: Syllabic rate and syllabic information density (Error bars indicate standard error)

Second, at the morphological level, the languages of our corpus can be classified into
three categories, as shown in Table 1 (Greenberg, 1960).

Category Languages
Agglutinative languages Basque, Hungarian, Japanese, Korean, Turkish
Fusional languages Catalan, English, French, German, Italian, Spanish, Wolof
Isolating languages Mandarin Chinese, Vietnamese

Table 1: Morphological classification

In order to investigate the relations between phonological and morphological modules,
we compare the average number of syllables per word and the information density calcu-
lated at the word level and at the syllable level, respectively in Figures 2 and 3.

Figure 2 exhibits a strong positive correlation (R*= 0.84) between the average number
of syllables per word and the information density at the word level, which logically
means that the longer the word, the more information it contains. In general, there are
more syllables per word in agglutinative languages (in black) than in fusional languages
(in grey). Chinese as an isolating language is marked in white. Furthermore, Figure 3
shows that at the syllable level, fusional languages have a tendency towards higher in-
formation density compared to agglutinative languages.

Values of languages in the same morphological category are quite dispersed. In Figure
2, regarding fusional languages, a large difference exists, for example, between German
with a very complex declension system and English with a limited morphological system
(Moscoso del Prado, 2011). Japanese, which has a relatively simple phonological system,
has the largest number of syllables per word and transmits the least amount of infor-
mation per syllable (Figure 3). Compared to Japanese, Mandarin Chinese, an isolating
language with a relatively complex phonological system, shows completely opposite val-
ues.
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Figure 2: Word information density and mean number of syllables per word (Error bars
indicate standard error)
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Figure 3: Syllabic information density and mean number of syllables per word (Error bars
indicate standard error)

Discussion and further work

Fenk et al. (2006) defined word complexity as the mean number of syllables per word and
syllable complexity as the mean number of phonemes per syllable, and found a negative
linear correlation between these two figures. Similarly, our result shows a negative corre-



lation between word complexity and information density at the syllable level, i.e. the less
complex a word, the more information per syllable.

Furthermore, according to our results, despite the dispersed values of languages in the
same morphological category, some differences are observed between these categories
and agglutinative languages clearly tend to have longer words than fusional languages.
Fenk-Oczlon and Fenk (1985) showed that the average number of syllables per clause
depends on the mean number of phonemes per syllable, but the analysis at word level had
not been done before.

These preliminary results show a relation between the morphological and phonologi-
cal modules. In further studies, this relation will be investigated in more details by ana-
lyzing our multilingual parallel data, and by adding more isolating languages to observe
their pattern. We are currently working on unsupervised morpheme segmentation, using
Morfessor (Creutz and Lagus, 2005), in order to compare our multilingual data at mor-
pheme level. At the same time, we aim to compare the average number of words per sen-
tence in order to correlate the linguistic complexities of three different levels.
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